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Abstract

We show that the geophysicalβ-effect strongly affects the linear stability of a sinusoidal Kolmogorov flow. Ifα denotes
the angle between the flow direction and the planetary vorticity gradient then the critical Reynolds’ number,Rc(α, β), is zero
for β �= 0, provided that sin 2α �= 0. In particular, the smallβ limit is discontinuous: limβ→0Rc(α, β) = 0, rather than the
classical valueRc(α,0) = √

2. Moreover, though the Kolmogorov flow is non-zonal, the most unstable modes are large-scale
quasizonal flows. These results are obtained using asymptotic analysis and confirmed by numerical solution. The simulations
show the saturating effects of nonlinearities. © 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

The inverse energy cascade is a distinctive characteristic of two-dimensional fluid mechanics. Because of this
behavior, small-scale forcing is an effective means of generating larger-scale two-dimensional turbulence in a
viscous fluid [1–3]. Sivashinsky and Yakhot [4] and Gama et al. [5] have emphasized that the inverse cascade can
be regarded as an example of the large-scale instability of a set of eddies sustained against viscosity by external
forcing. In this situation multiple-scale techniques can be employed to obtain an analytical characterization of the
instability.

One of the simplest flows that can generate large-scale instabilities is the much-studied [4,6–9] Kolmogorov flow,
whose streamfunction representation is

Ψ = −Ψ0 cosmx. (1)

With our sign convention, the velocity is(u, v) = (0,mΨ0 sinmx). The Reynolds’ number of the Kolmogorov flow
is defined asR ≡ Ψ0/ν, whereν is the viscosity. Without complicating factors, the flow in (1) is linearly unstable
to large-scale perturbations ifR is greater than the critical value ofRc = √

2 [8].
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This paper is concerned with the consequences of the geophysicalβ-effect for the instability of the Kolmogorov
flow in (1). We show that even in the limitβ → 0 the generic effect ofβ is to reduce the critical Reynolds’ number
from

√
2 to zero. “Generic” means that if the planetary rotation is

f = f0 + βy cosα + βx sinα (2)

then the critical Reynolds’ number is zero provided that sin 2α �= 0. The angleα allows for an arbitrary orientation
between the∇f and the direction of the sinusoidal shear flow in (1). Specifically,α is the angle by which∇f is
rotated clockwise from they-axis of the coordinate system used in (1). Notice that since the ‘zonal’ direction is
defined as the direction of constantf , in the coordinate system used in this work thex-axis does not correspond to the
zonal direction unlessα = 0. In terms of the coordinate system in (2), the streamfunction of a zonal flow has the form:

ψzonal = a function of (x sinα + y cosα). (3)

The linear stability of the geophysical Kolmogorov flow has been studied by previous authors. Lorenz [10] and Gill
[11] considered the stability of this flow whenα = 0 in the inviscid case. In the viscous case, Frisch et al. [12,13]
tookα = π/2, while Manfroi and Young [14] consideredα = 0. In these works asymptotic approximations based
on smallβ and small(k, l) were used. Dolzhanskiy [15] considered the caseα = 0 when friction from an Ekman
layer is present. Stuhne [16] considered the caseα = 0 in full spherical geometry. These earlier works miss the
large-scaleRc = 0 instability which occurs provided that sin 2α �= 0.

Our initial motivation for considering generalα was to understand the transition between the caseα = 0
considered in [14,15] and the caseα = π/2 in [12,13]. The discovery of a new mode of large-scale instability with
Rc = 0 at intermediate values ofα was confusing and surprising.

In geophysical problems the choice ofα depends on the physical interpretation of the small-scale Kolmogorov
flow. One scenario is that the small-scale forced flow represents baroclinic disturbances, while the large-scale
instability models the zonal jets which develop as a response which is secondary to baroclinic instability [17]. In
other words, baroclinic instability creates disturbances whose length scale is the Rossby deformation radius and in
many applications this is small-scale forcing. Via the inverse cascade, baroclinic eddies supply energy to larger-scale
barotropic flows, with scales of several Rossby deformation radii, which develop into planetary-scale zonal jets
[18–20]. For our purposes, the main point is that the orientation of maximally unstable baroclinic waves does not
generally correspond to eitherα = 0 nor toα = π/2 [21]. On the other hand, most observed large-scale geophysical
jets are zonal (e.g., the Antarctic Circumpolar Current, the atmospheric jet stream, or the banded structure of
the Jovian atmosphere). Therefore, an important motivation for this work is to understand the consequences of
applying small-scale forcing at an arbitrary orientation with respect to the gradient of planetary rotation, and how
the large-scale response can be selectively zonal given a non-zonal small-scale forcing.

Much of this paper deals with the intricate linear stability problem resulting from the horizontal anisotropy
introduced by both the sinusoidal flow in (1) and planetary vorticity gradient in (2). But we will make occasional
excursions into the nonlinear regime. As an indication of the importance ofα andβ in the nonlinear regime, Fig. 1
shows numerical simulations of the instabilities of (1) with various values ofα; in all cases the basic state has
m = 32 and the oscillations along thex-direction betray the underlying small-scale forcing. Panel (a) shows the
caseβ = 0; the large-scale streamfunction is mostly disorganized. The other three panels show the effect ofβ �= 0
and various values ofα. In the three cases withβ �= 0 the large-scale flow is organized so that the streamlines are
aligned along the lines of constantf , as in (3). In other words, the large-scale streamfunction is zonal no matter
how the small-scale forcing is oriented.

The formulation of the stability problem for the Kolmogorov flow is presented in Section 2. This section also
gives an overview of the main results. Detailed analysis of the stability forα = 0, 0< α < π/2, andα = π/2 are
presented in Sections 3–5, respectively. Section 6 presents concluding remarks.
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Fig. 1. Perturbation streamfunction,ψ , for four configurations of differential rotation: (a)β = 0; (b)β �= 0 andα = 0; (c)β �= 0 andα = π/6;
(d) β �= 0 andα = π/2. The Reynolds’ number is,R = 5

√
2 in all cases. Darker lines indicate positive values ofψ . In all three cases with

β �= 0 the large-scale flow is zonal, as in (3). The perturbation streamfunction is obtained by numerical solution of (4) with forcing at mode
(32,0); the small-scale oscillations, or “wiggles”, in thex-direction are a result of this forcing. More details on the numerical method are given
in Section 3.3.

2. Formulation and overview

We write the total streamfunction of a forced two-dimensional flow asΨ (x) in (1) plus a perturbationψ(x, y, t).
The forcing is such thatΨ is a steady-state solution of the forced problem. One then obtains the following
non-dimensionalized equation forψ :

∇2ψt + R sinx[∇2ψ + ψ ]y + J (ψ,∇2ψ)+ β cosαψx − β sinαψy = ∇4ψ − µ∇2ψ, (4)

where the Reynolds’ number isR ≡ Ψ0/ν, with ν representing the viscosity. The effect of the forcing onψ is given
by the coupling with the Kolmogorov flow in the terms proportional toR. In (4),µ is a non-dimensional bottom
drag, and the terms withβ result from advection of the planetary vorticity in (2). The results shown in Fig. 1 are
obtained by numerical solution of (4) with a resolution of 256× 256.

The stability of solutions of the linear problem associated with (4) will be the main focus of this work. The primary
tool for this study is a multiple-scale analysis approach, based onβ being small orR being slightly supercritical.
The details of these calculations are given in Sections 3–5 and in Appendix B.
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A complementary approach will be used to check and amplify the analytical results. Using a numerical eigensolver
we study (4) as a Floquet problem [6,9]. This amounts to substituting

ψ = eikx+ily+σ t
∞∑

n=−∞
φn einx (5)

into the linearized version of (4). In (5)k andl are the wavenumbers in thex- andy-directions, respectively, and
σ = σr + iσi is the growth rate, which is a function ofk, l, R, α, andβ. Because one can replacek by k + 1 by
shifting the index in the infinite sum,σ is periodic ink, with period 1. Without loss of generality then, we can
confine our attention to−1

2 < k < 1
2. We also setµ = 0, since in the linear problem the effect of the bottom drag

is to rigidly move the spectrum in the direction of stability. Although the value of the critical Reynolds’ number
does depend onµ, the methods presented here can easily be extended to the caseµ � 1. Substituting (5) into (4)
we obtain an eigenvalue problem, see (A.1), with eigenvaluesσ . Given values ofα, β andR, we defineγ (k, l)
as the largestσr for each wavenumber(k, l). We then define the ‘region of instability’ or ‘unstable region’ in the
(k, l)-plane as the ensemble of wavenumbers for whichγ > 0. The method used to numerically solve the eigenvalue
problem is presented in Appendix A.

Before descending into the details of the stability analysis we now summarize the main conclusions so as to give
the reader a global understanding of this stability problem. The detailed analysis supporting these results is given
in Sections 3–5.

The most important result is the critical Reynolds’ number, which is a function of bothα andβ: Rc = Rc(α, β).
If R < Rc(α, β) then the flow is stable, while forR > Rc(α, β) the flow is unstable. The classical result forβ = 0
[8] is

Rc(α,0) =
√

2. (6)

The most surprising result in this work is that in the limitβ → 0 the critical Reynolds’ number is generally not
√

2.
In fact,

lim
β→0

Rc(α, β) =




4
5

√
2 if α = 0,

0 if 0 < α < π/2,√
2 if α = π/2.

(7)

It is important to note that theβ → 0 limit above is taken in an infinite domain. We show below that if theβ → 0
limit is taken with the domain size,L, fixed, then we recover (6).

Comparing (6) with (7), we see that there is generally a discontinuity in the value ofRc for β → 0 andβ = 0.
A similar discontinuity was observed in [7], where it was shown thatRc for the flowΨ = sinx + sinκy tends to
1 in the limit κ → 0 and not to

√
2, the critical Reynolds’ number forκ = 0. The conclusion in [7] was that the

flows withκ �= 0 and withκ = 0 are “absolutely different in their instability”. The same conclusion is drawn here
for the flows withβ �= 0 andβ = 0.

Fig. 2 shows theα = 0 andπ/2 critical curves in the(β, R) parameter plane. We present an analytic expression for
Rc(0, β) in Eq. (17). Forα = π/2, we can obtain an analytical expression only for small values ofβ:Rc(π/2, β) =√

2 + √
6|β| + O(β2). For a generic value ofβ with α = π/2 it is necessary to solve numerically the eigenvalue

problem.
The shape of the unstable region in the(k, l)-plane depends sensitively onα. Fig. 3 shows as shaded the regions

of instability with four choices of the parameters(α, β, R). The regions of instability shown in this and the next
figure are obtained from the numerical solution of the eigenproblem (A.1). Panel (a) shows the case of no differential
rotation,β = 0. This is the classical case studied in [8] and the value ofα is irrelevant. The value ofR is slightly
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Fig. 2. Critical Reynolds’ numberRc(α, β) of the Kolmogorov flow forα = 0 andπ/2. (a) Rc(0, β) is calculated from the analytical
result (17). The dot-dashed line is the asymptotic value of

√
4/3 obtained forβ → ∞. For β → 0, Rc(0, β) → 4

√
2/5. (b) For the case

α = π/2, Rc(π/2, β) is calculated numerically by solving the eigenvalue problem. In this case asβ → 0, Rc(π/2,0) → √
2. The circles

indicate numerical values and the dotted line is an interpolation. (c)Rc(0, β) andRc(π/2, β) on the same plot; notice the very small variation
of Rc(0, β).

above the critical value of
√

2 and the most unstable wavenumber hask = 0. In panel (b),(α, β) = (0,0.05), and
R is slightly above 4

√
2/5. The crucial point is that in this case the most unstable wavenumber hask �= 0 and

Rc → 4
√

2/5<
√

2 for β → 0. Panel (c) shows the case for(α, β) = (π/6,0.05) andR = 0.5. The critical value
of the Reynolds’ number is zero for this case, for anyβ > 0. The unstable region is a sliver tangent to the line
k = l tanα and the most unstable wavenumber has bothx andy dependence. Finally, panel (d) shows the case for
(α, β) = (π/2,0.05). This case is similar to theβ = 0 case in panel (a) because the most unstable wavenumber
hask = 0; the most important difference is that withα = π/2 there is no instability adjacent to the origin of the
(k, l)-plane.

The region of instability for 0< α < π/2 is presented in Fig. 4 for various values ofα. This shows the effect
of varyingα while keepingβ andR fixed. The unstable sliver is tangent to the linek = l tanα at the origin of the
(k, l)-plane. Therefore, from (3), these growing disturbances are close to, but not exactly, zonal flows. We use the
term “quasizonal flows”. Asα → 0 orα → π/2 the area of the sliver reduces to zero, which is whyRc is larger
than 0 for these cases.

Note that in three of the four cases in Fig. 3, the growth rate has mirror symmetry with respect to both thek-axis and
thel-axis. This means that there is a quartet of unstable wavenumbers. The exception is panel (c), with sin 2α �= 0,
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Fig. 3. Contour plots of the linear growth rate,γ , as a function of wavenumbers(k, l) for four sets of parameters. The regions of instability,
where the growth rate is positive, are shaded. (a)β = 0, R = 1.05

√
2; for this case the value ofα is irrelevant. (b)β = 0.05, α = 0, and

R = 1.01× 4
√

2/5; in this caseRc → 4
√

2/5 for β → 0. (c)β = 0.05,α = π/6, andR = 0.5; for 0 < α < π/2 the critical Reynolds’
number is 0. (d)β = 0.05,α = π/2, andR = 1.1

√
2; for this caseRc → √

2 asβ → 0.

for which the growth rate is only symmetric with respect to the origin. In this case there is an unstable pair of
wavenumbers. This different symmetry has a profound effect on the form of the marginally unstable disturbances.
In the caseα = 0 the most unstable disturbance is a cellular pattern, like cos(kx) cos(ly), which can be formed
using four wavenumbers. But if sin 2α �= 0 the most unstable disturbance is a parallel shear flow, like cos(kx+ ly),
which can be formed using two wavenumbers. This parallel flow is inclined at a slight angle to the zonal direction,
and consequently it is really a slowing propagating Rossby wave. More details are given in Section 4.

In a finite domain, i.e. withL finite, the(k, l) wavenumbers are discretized. In both cases shown in Fig. 3(b) and
(c), and in Fig. 4, the regions of instability, which havek �= 0, decrease in size forβ → 0. Whenβ is small enough
none of thek �= 0 discrete wavenumbers falls inside these unstable regions. Then the most unstable wavenumbers
are those withk = 0 and (6) is recovered. In other words, because of quantization, the limitsβ → 0 andL → ∞
do not commute.

Thus, withα andβ there are complicated changes in the Kolmogorov stability problem. A complete understanding
of this problem requires analysis of the linear problem associated with (4) (using multiple-scale techniques) coupled
with numerical solutions of the eigenvalue problem (A.1) (see Appendix A). As a check on these calculations we
also make comparisons with numerical solutions of the full two-dimensional nonlinear equation (4). As in Fig. 1,
this lets us glimpse the nonlinear saturation of the instabilities.
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Fig. 4. Regions of instability forβ = 0.1,R = 0.6
√

2, and different values ofα. The region of instability is always tangent to the dashed lines
k = l tanα and vanishes as sin 2α → 0.

3. Linear stability for α= 0

We first consider the caseα = 0. In this configuration the gradient of planetary vorticity is aligned with the
velocity of the Kolmogorov flow; equivalently the basic state velocity is purely meridional. Fig. 5 shows the regions
of instability forβ = 1 and various values ofR. Because of the symmetries ofγ , only the first quadrant is shown.
As shown above, forα = 0 andβ �= 0, the most unstable modes lie in a small teardrop shaped region, which
protrudes from the origin of the(k, l)-plane (see Fig. 5(a)). Increasing the Reynolds’ number increases the size of
this teardrop. When the Reynolds’ number is large enough, the modes withk = 0 also become unstable. So for
β �= 0 the critical Reynolds’ number is less than the classical value of

√
2 and the most unstable modes are not the

same as forβ = 0. ForR → ∞ the region of instability expands and eventually encompasses all wavenumbers
with k2 + l2 < 1.

It is also useful to plot the region of instability for a fixed value ofR and different values ofβ, as in Fig. 6 with
R = 2

√
2. Forβ = 0 the most unstable wavenumbers are fork = 0 andl small but finite, as shown in panel (a).

Whenβ > 0 but small, the region of instability shows a small ‘bump’ for smallk andl, as in panel (b). This ‘bump’
then grows withβ, while the region of unstable wavenumbers centered atk = 0 contracts. For large values ofβ, as
in panels (g) and (h), the unstable region is a teardrop. In other words,β is stabilizing for the wavenumbers around
k = 0, which are the most unstable forβ = 0. Butβ is also destabilizing for wavenumbers in the teardrop region
with k �= 0. Asβ increases the teardrop withk �= 0 becomes increasingly narrow. But there is always an unstable
region in the(k, l)-plane.
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Fig. 5. Contour plots of the linear growth rate,γ , as a function of wavenumbers(k, l) for β = 1 and various values ofR. Forβ = 1 the critical
Reynolds’ number is� 0.81

√
2. The regions of instability, where the growth rate is positive, are shaded. Withα = 0 we only show the first

quadrant of the(k, l)-plane, because the growth rate is symmetrical to the transformationsk → −k andl → −l.

3.1. Slightly supercritical Reynolds’ number with α = 0 and β unrestricted

In this section, we present some analytic results forα = 0 obtained with multiple-scale asymptotics. We take
advantage of the fact that the most unstable wavenumbers lie close to the origin of the(k, l)-plane and we use this
observation to calculateRc(0, β). Thus, we introduce a small parameterε by writing the Reynolds’ number in the
formR = (1+ ε2)Rc(0, β), i.e.,R is just above the critical Reynolds’ numberRc(0, β). The numerical solution of
the eigenproblem motivates the multiscale expansion:

∂x → ∂x + ε2∂ξ , ∂y → ε∂η, ∂t → ∂t + ε2∂t2 + ε4∂t4. (8)

The perturbation streamfunction is also expanded in orders ofε: ψ = ψ0 + εψ1 + ε2ψ2 + · · · . With the above
substitutions, one can solve the linear equation associated with (4) and the corresponding solvability condition at
each order ofε. Here, only the main results are presented and the details are given in Appendix B.

At order O(ε0) the perturbation expansion gives

Lψ0 = 0, (9)

where the operatorL is defined as

Lψ ≡ ψxxxx − βψx − ψtxx. (10)

A solution of (9) isψ0x = 0.
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Fig. 6. Contour plots of the linear growth rate,γ , as a function of wavenumbers(k, l) for R = 2
√

2 and various values ofβ. The regions of
instability, where the growth rate is positive, are shaded.

From the solvability condition at order O(ε0) one has

ψ̄0tηη + βψ̄0ξ = 0, (11)

where an overbar indicates an average in the fast space variablex. The Rossby-like wave equation (11) can be
solved with

ψ0 = B(t2, t4)E(ξ, η, t)+ c.c., (12)

where

E ≡ exp(ikξ + ilη − iωt), (13)

and the dispersion relationω ≡ −βk/l2.
The first equation for the amplitudeB(t2, t4) is obtained from the order O(ε2) terms of the solvability condition:

Bt2 = σ2B, (14)

whereσ2 is a function ofk, l, β, andRc, see (B.13).
The critical Reynolds’ numberRc can be obtained by setting to zero the real part ofσ2. This gives

R2
c = 2 + 2

ω4 − (2β2 − 3)ω2 + β2 + β4

1 + β2 + 5ω2
. (15)
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In this form it is evident that ifβ = 0 andh ≡ k/l2 �= ∞ thenR2
c = 2. On the other hand, suppose we consider

β �= 0 and minimizeRc by varyingh ≡ k/l2. The value ofh that minimizesRc is

h2
c(β) = −1 − β2 + 2

√
9β4 + 13β2 + 4

5β2
. (16)

Unpleasantly, ifβ → 0, thenhc(β) → ∞. Indeed, putting (16) into (15) one has

R2
c(0, β) = 2 + 1

25(8
√

9β4 + 13β2 + 4 − 34− 24β2), (17)

which was plotted in Fig. 2. It follows from (17) that asβ → 0,Rc(0, β) → 4
√

2/5, and asβ → ∞, Rc(0, β) →√
4/3. Remarkably,Rc(0, β) varies only by 1% over the entire range.
Having determinedRc it is now possible to obtain the amplitude equation forB at the time scalet4. From the

O(ε4) terms of the solvability condition one has

Bt4 = σ4B (18)

with σ4(k, l, β, Rc) given in (B.17). The real part ofσ4, denoted asγ , is the growth rate of the solution (12) at
orderε4.

3.2. Small β with α = 0 and R unrestricted

Let us now consider the confusing case of smallβ in more detail. Using (16) and (17) we can maximize the
growth rateγ as a function ofl. For smallβ one obtains that

γmax = 5
9β

2 + O(β4), l2max = 5
9β

2 + O(β4), (19)

wherelmax is the value ofl for whichγ has the maximum valueγmax. Therefore, whenβ is smallγmax is proportional
to β2 and the correct scaling for the wavenumbers(k, l) in the region of instability is(k, l) = O(β). The scaling
for k follows fromhc = kc/l

2
c being O(β−1) as seen in (16).

These results suggest a different scaling in the limit of smallβ and unrestrictedR. If one considersβ = δβ1,
whereδ is small and positive, the suggested slow variable substitutions are

∂x → ∂x + δ∂ξ , ∂y → δ∂η, ∂t → ∂t + δ2∂t2. (20)

Comparing (20) with (8), one important difference is that (20) uses an isotropic scaling for the space variables. One
also anticipates useful results at the time scalet2, which is a non-trivial advantage over the previous case. Finally,
in (20) the expansion parameter is reallyβ so that without loss of generality we could setβ1 = 1. However, we
prefer to retainβ1 as a flag which tags the effect of differential rotation.

The perturbation expansion can be carried out in analogy with the previous section. Only notable differences are
presented here. The operatorL is now defined as

Lψ ≡ ψxxxx − ψtxx. (21)

The term proportional toβ is relegated to a higher order. The expansion ofψ isψ = ψ0 + δψ1 + δ2ψ2 + · · · .
The solution forψ0 is

ψ0 = B(t2)E(ξ, η, t)+ c.c., (22)

whereE is still defined as in (13) but now withω ≡ −β1k/(k
2 + l2). The solvability condition at order O(δ2) gives

Bt2 = σ2B, (23)

whereσ2 is now a function ofk, l, β1, andR.
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The stability ofB is determined byγ ≡ σ2r . We find

γ ≡ −(k2 + l2)+ l2R2 l
2 − 7k2 + 5ω2(k2 + l2)

2(k2 + l2)(1 + ω2)2
. (24)

If we callRγ the Reynolds’ number for whichγ = 0 then

R2
γ = 2(k2 + l2)2(1 + ω2)2

l2[l2 − 7k2 + 5ω2(k2 + l2)]
. (25)

One recovers the results of the previous section by taking the limit ofk → 0 with β1k finite, and then minimizing
Rγ with respect tok/l2. The result is again thatRc = 4

√
2/5. In other words, there is a region of overlap in which

(17) and (25) are both valid.
Eq. (24) describes the growth rate for smallβ and unrestrictedR. Fig. 7 shows a comparison of (24) with the

growth rate calculated from the eigenvalue problem. The agreement is obviously better the smaller the value of
β. Note also how the scaling (20) can be inferred by the scaling of the region of instability in Fig. 7 for different
values ofβ.

Fig. 7. Region of instability for three small values ofβ with α = 0 andR = 1.025Rc. The solid lines are obtained from the numerical solution
of the eigenvalue problem (A.1). The dash-dotted lines are obtained from (24). The position of the wavenumber with maximum growth rate for
each of the three cases is indicated by asterisks. The value of the maximum growth rate is given on the plot.
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3.3. Two-dimensional nonlinear simulations and saturation of the instability for α = 0

So far we have reached good agreement between the perturbation expansion and the numerical solution of the
eigenvalue problem in the caseα = 0. The next step is to compare these results with numerical solutions of the full
two-dimensional nonlinear perturbation equation (4).

We have numerically integrated (4) with periodic boundary conditions using a spectral code with a resolution of
256× 256. The nonlinear terms are calculated in real space and the code is dealiased. The domain of integration is
L× L whereL = 64π . In the non-dimensional notation of (4), the forcing has wavenumber(k, l) = (1,0), while
the gravest wavenumber allowed in the domain of integration is 2π/L = 1/32. Since we prefer to use an integer
notation, we define the mode number as 32× (k, l), where(k, l) is the wavenumber. For example, the gravest mode
has mode number(1,0) and the forcing is at mode number(32,0). The numerical code has enough modes to well
resolve the forcing and the smaller scale nonlinear terms.

A random small-scale initial condition is used for the disturbance streamfunctionψ . There is no bottom drag,
µ = 0, in all the simulations presented in this paper, with the exception of a run shown in Section 6.

The first results we present are shown in Fig. 8. For this run we have chosenα = 0, β = 4,R = 1.25Rc. With
these parameters only one quantized mode, namely(1,6), falls inside the region of linear instability, as shown in

Fig. 8. Numerical simulations of the two-dimensional nonlinear perturbation equation (4) forα = 0, β = 4, andR = 1.25Rc. (a) The region
of linear instability derived from (A.1). The modes allowed by quantization are indicated by∗’s. Only mode(1,6) falls inside the region of
instability. (b) Growth of the amplitude of mode(1,6) from the solution of the nonlinear problem (solid curve) and from linear theory (dashed
line). (c) Disturbance streamfunction,ψ , at the end of run; mode(1,6) is dominant. The small-scale oscillations are due to the forcing at
mode 32.
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panel (a) of Fig. 8. We therefore expect to have only mode(1,6) grow initially, at least until nonlinearities take over.
Panel (b) shows the growth of the amplitude of mode(1,6), as a log-plot, calculated in two ways: the predicted
amplitude from the growth rate for mode(1,6) calculated from the linear eigenvalue problem (dashed line) and
from the numerical integration of the nonlinear equation (4) (solid line). The agreement is gratifying for the first
part of the run. Nonlinearities become important at aroundt = 12 000, and the amplitude of the mode reaches
an equilibrium. Nonlinearities have saturated the instability. The streamfunction of the perturbationψ is shown in
panel (c) at the end of the run(t � 42 600). The small oscillations are the effect of the forcing at mode 32. The
large-scale flow is dominated by the four unstable modes(±1,±6).

4. Linear stability for 0<α<π/2

We now turn to the case 0< α < π/2. The most striking difference from the previous case(α = 0) is that
Rc(α, β) = 0, provided only that sin 2α �= 0. The shape of the region of instability is also different as seen in Fig. 9.
First, notice that the growth rateγ (k, l) has only the single symmetryγ (k, l) = γ (−k,−l). Thus, it is necessary to
plot γ (k, l) in a half-plane, instead of a single quadrant.

Fig. 9(a) shows that the most unstable modes lie in a teardrop protruding from the origin of the wavenumber
plane. The unstable teardrop is present even asR → 0 and wavenumbers in the teardrop havek �= 0. If one increases
the Reynolds’ number, another region of instability appears, as seen in panel (b). This second region of instability

Fig. 9. Contour plots of the linear growth rate,γ , as a function of wavenumbers(k, l) for α = π/6,β = 5 and various values ofR. The critical
Reynolds’ number is 0. The regions of instability, where the growth rate is positive, are shaded.
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has a higher threshold Reynolds’ number and includes thek = 0 wavenumbers. Increasing the Reynolds’ number
further leads to the merger of these two regions of instability. When the Reynolds’ number is very large, as in panel
(f), the region of instability encloses almost all wavenumbers for whichk2 + l2 < 1.

4.1. Small β with 0< α < π/2

To make analytical progress we confine our attention to the case of smallβ. In this limit the analysis can be
carried over with few modifications from the analysis of Section 3.2, and our presentation will be limited to the
main results.

We considerβ = δβ1 and the substitutions

∂x → ∂x + δ∂ξ , ∂y → δ∂η, ∂t → ∂t + δ2∂t2. (26)

We also defineβx ≡ β1 cosα andβy ≡ β1 sinα. The first-order perturbationψ0 is still given by (22) but the
frequencyω is nowω ≡ (βyl − βxk)/(k

2 + l2).
The solvability condition at orderδ2 gives the amplitude equationBt2 = σ2B, and the Reynolds’ number for

which the real part ofσ2 is zero is given by

R2
γ = 2(k2 + l2)2(1 + ω2)2

l2[l2 − 7k2 + ω2(k2 + l2)− 4βxkω]
, (27)

which reduces to (25) ifα = 0.
As illustrated previously in Fig. 4, the largest unstable modes havek = l tanα. This suggests the introduction of

a rotated coordinate system:

p = k cosα − l sinα, q = k sinα + l cosα. (28)

The effect of this rotation is illustrated in Fig. 10 in which the same region of instability is shown in the(k, l) and
(p, q) reference frames. With (28)ω is now given byω = −β1p/(p

2 + q2) as expected. It is also evident from

Fig. 10. Contour plots of the linear growth rate,γ , for β = 0.05,α = π/6, andR = 0.5: (a) in the(k, l)-plane; (b) in the(p, q)-plane defined
in (28). The regions of instability, where the growth rate is positive, are shaded.
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Fig. 10 that the unstable wavenumbers havep � q � 1 and more precisely thatp ∼ q2 � 1. If we use this
approximation in (27), we have

R2
γ � − q(1 + ω2)2

ω sin 2α cosα2
, (29)

whereω = O(1) and negative forp > 0. The critical Reynolds’ number is given by the minimum ofRγ , which
(29) shows to be zero forq → 0. We conclude thatRc = 0 for 0< α < π/2.

4.2. Two-dimensional nonlinear simulations and saturation of the instability for 0< α < π/2

We turn to two-dimensional nonlinear simulations of (4) to check the results of our analysis. We consider the
valuesα = π/8, β = 1, andR = 1. This choice is such that that there is only one quantized wavenumber in the
region of instability, namely mode(1,2), as shown in Fig. 11(a). Panel (b) shows the amplitude of mode(1,2)
as predicted by the growth rate obtained from the eigenvalue problem (A.1) (dashed line) and the results of the
simulation (solid line). The agreement is again very good for the first part of the simulation. In the second part of
the run, the growth of mode(1,2) nonlinearly saturates. Panel (c) shows the streamfunction at the end of the run.
The small-scale oscillations are the result of the forcing at mode(32,0), and the large scale is dominated by mode

Fig. 11. Numerical simulations of the two-dimensional nonlinear perturbation equation (4) forα = π/8, β = 1, andR = 1. (a) Region of
instability obtained from the solution of the eigenproblem (A.1) and a few numerical modes (asterisks). Only mode(1,2) falls inside the region
of instability. (b) Growth of the amplitude of mode(1,2) from the solution of the nonlinear problem (solid line) and from the eigenvalue problem
(dashed line). (c) Disturbance streamfunction,ψ , at the end of run. Mode(1,2) is the dominant large-scale mode. The small-scale oscillations
are due to the forcing at mode 32.
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(1,2) as expected. Note that the streamlines in Fig. 11(c) are open while the streamlines in Fig. 8(c) have closed
eddies. The difference is due to the symmetries of the system in the caseα = 0 and 0< α < π/2. In the former
case, all four modes(±1,±6) are unstable. In the case presented here only modes(1,2) and(−1,−2) are unstable.

We emphasized in Section 2 that when sin 2α �= 0 the most unstable disturbances are close to being zonal flows.
Recall that in Fig. 4, the unstable region is tangent to the linek = l tanα, which implies that the disturbance
streamfunction comes close to satisfying the condition for a zonal flow in (3). This point is illustrated by panel (c) of
Fig. 11. The large-scale parallel flow, corresponding to mode(1,2), makes an angle of 26.6◦ with thex-axis while
a true zonal flow would form an angle of 22.5◦. The main physical point here is that if sin 2α �= 0 then large-scale
instabilities are the “quasizonal flows” discussed in Section 2.

5. Linear stability for α=π/2

We now turn to the caseα = π/2 originally studied by Frisch et al. [12]. As shown in Fig. 3, this case is intuitive
in that the critical Reynolds’ number is

√
2 in the limit ofβ → 0. Moreover, ifβ is not too large, the most unstable

wavenumbers havek = 0. Nonetheless, the linear stability problem is complicated by the existence of multiple
instabilities and singular limits.

Fig. 12 shows the region of instability forβ = 2, α = π/2 and various values ofR. Using the symme-
tries of the growth rate we plot only the first quadrant of the(k, l)-plane. In Fig. 12(a) the Reynolds’ number

Fig. 12. Contour plots of the linear growth rate,γ , as a function of wavenumber(k, l) for β = 2,α = π/2, and various values ofR. Forβ = 2
the critical Reynolds’ number is around 2.86

√
2. The regions of instability, where the growth rate is positive, are shaded.
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Fig. 13. Contour plots of the linear growth rate,γ , as a function of wavenumbers(k, l) for R = 10
√

2, α = π/2 and various values ofβ. The
regions of instability, where the growth rate is positive, are shaded.

is supercritical and there is a small region of instability centered aroundk = 0. IncreasingR increases the size
of the region of instability. WhenR is above a particular threshold value, another region of instability appears,
centered atk = 0.5, as in panel (c). The two shaded unstable regions expand whenR is increased until they
merge as in panel (e). For very large values ofR the region of instability occupies almost all wavenumbers with
k2 + l2 < 1.

In Fig. 13 the region of instability forR = 10
√

2 and various values ofβ is shown. The unstable part of the
(k, l)-plane contracts asβ is increased fromβ = 2 as in panel (a) toβ = 13 in panel (f). In panel (d)β is
large enough that the two regions of instability, the one centered atk = 0, and the other atk = 0.5, become
separated. Increasing the value ofβ further reduces the size of these regions and in panel (f) the only instabil-
ity is the one centered atk = 0.5. Thus, for certain values ofβ the most unstable wavenumbers are around
k = 0.5.

Fig. 14(a) shows the neutral curves in the(β, R) plane for the instability centered onk = 0 (circles) and for
the second instability centered onk = 0.5 (triangles). Ifβ is smaller than about 4 then the critical Reynolds’
number of thek = 0 instability is lower than the critical Reynolds’ number of thek = 0.5 instability. The
two neutral curves intersect near(β, R) = (4,6) and for larger values ofβ the instability centered onk = 0.5
is the most dangerous. The curves shown in Fig. 14 have been obtained numerically, by solving repeatedly the
eigenvalue problem. We cannot exclude the possibility that the stability curves may cross again for larger values
of β.
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Fig. 14. (a) Critical Reynolds’ number as a function ofβ for α = π/2 and for wavenumbers withk = 0 (circles) andk = 0.5 (triangles).Rc

has been obtained numerically from the eigenvalue problem (A.1) for the values ofβ corresponding to the circles or the triangles. The solid line
connects the numerical data. (b)lc for α = 0 andR = Rc as a function ofβ (k = 0). The asterisks are numerical data and the solid line shows
theβ1/2 slope.

5.1. Small β and α = π/2

In this section, we give an analytic expression for the neutral curve of thek = 0 wavenumber in theβ → 0
limit. As seen in Figs. 12 and 14(a), ifβ is small then the most unstable wavenumber hask = 0. If R = Rc there
is only one neutral wavenumber, which we indicate with(0, lc). All other wavenumbers have negative growth rate.
Fig. 14(b) shows the value oflc for different values ofβ obtained from the solution of the eigenvalue problem
(asterisks). The solid line shows that for smallβ the most unstable wavenumber hasl ∼ β1/2. This numerical result
suggests a multiple-scale expansion withβ = δβ1 andη = δ1/2y. However, it turns out that a more general result
can be obtained at smallβ with the scalingη = δy. Thel ∼ β1/2 instability is then recovered as a particular case.
Thus, we consider the expansion:

∂x → ∂x, ∂y → δ∂η, ∂t → ∂t + δ2∂t2 + δ4∂t4 (30)

with β = δβ1. We do not introduce a slow variable in thex-direction because we are limiting the analysis of this
section to thek = 0 wavenumbers. The streamfunction is expanded asψ = ψ0 + δψ1 + δ2ψ2 + · · · .

Given these substitutions the perturbation expansion proceeds in a similar way as forα = 0 and 0< α < π/2.
We will point out the important differences. The operatorL is now

Lψ = ψxxxx − ψtxx, (31)

and the leading order solution is given by

ψ0 = B(t2, t4)E(η, t)+ c.c., (32)

whereE ≡ exp(ilη − iωt), andω ≡ β1/l.
The solvability condition at orderδ2 gives an amplitude equation forB at thet2 time scale:

Bt2 = σ2B (33)

with σ2 ≡ l2(R2/2ρ − 1) andρ ≡ 1 − iω.
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The amplitude equation at thet4 time scale is obtained at orderδ4:

Bt4 = σ4B, (34)

whereσ4 is

σ4 ≡ −R
2l4

4ρ3
(R2 + 2ρ + 2ρ2). (35)

We can write the growth rateγ for the wavenumbers withk = 0 up to orderδ4 by reconstituting the expansion as
γ ≡ δ2γ2 + δ4γ4, whereγn is the real part ofσn. By reabsorbing a factor ofδ for eachl, we have

γ = l2
[

R2

2(1 + ω2)
− 1

]
− R2l4

4(1 + ω2)3
[R2(1 − 3ω2)+ 4(1 + ω2)]. (36)

The approximation in (36) is plotted as a dashed line in Fig. 15(a); the numerical solution of the eigenvalue
problem is shown as a solid line. The agreement is very good for small values ofl but starts to fail at around
l = 0.15.

With the approximation forγ in (36) we would like to derive an analytic expression forRc andlc, but the algebra
is too unwieldy. Instead, we resort to the approximation suggested by Fig. 14(b) and considerl ∼ β1/2 for β

Fig. 15. (a) Comparison of the growth rate for the wavenumbers withk = 0 for β = 0.01 andR = 1.03
√

2: from the numerical solution of
the eigenvalue problem (solid line), from the analytical expression in (36) (dashed line), and for the analytical approximation (37) (dash-dotted
line). (b) and (c) Analytical approximations forRc andlc as functions ofβ from (37) (solid lines) compared to the numerical results (circles).
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small, which also leads toω ∼ β1/2. Thus, we reduce (36) by keeping only the terms up tol4, or equivalently
β2:

γa = −β
2R2

2
+ l2

[
R2

2
− 1

]
− R2l4

4
[R2 + 4]. (37)

This simplified approximation is plotted in Fig. 15(a) as a dash-dotted line. Note that while (37) approximates the
numerical solution near the most unstable wavenumber, it fails asl → 0. In other words, (37) works providedl is
small, but not too small. The advantage of (37) is that it is easy to calculateRc andlc as a series inβ:

Rc =
√

2 +
√

6|β| + O(β2), (38)

lc = sgn(β)[3−1/4|β|1/2 − 1
2(3

−3/4|β|3/2)+ O(β5/2)]. (39)

These approximations have been plotted in Fig. 15(b) and (c) against the numerical results. BothRc andlc are well
approximated for small values ofβ.

Fig. 16. Numerical simulations of the two-dimensional nonlinear perturbation equation (4) forα = π/2, β = 0.088, andR = 1.142
√

2. (a)
Region of instability derived from (A.1) and a few numerical modes (asterisks). Only mode(0,7) falls inside the region of instability. (b) Growth
of the amplitude of mode(0,7) from the solution of the nonlinear problem (solid line) and from the eigenvalue problem (dashed line). Nonlinear
saturation occur fort > 25 000. (c) Disturbance streamfunction,ψ , at the end of run (the large-scale flow is meridional, not zonal). Large scales
are dominated by mode(0,7). The small-scale oscillations are due to the forcing at mode 32.
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5.2. Two-dimensional nonlinear simulations and saturation of the instability for α = π/2

We now turn to numerical simulations of the fully nonlinear equation (4) to test the results of the linear analysis
presented above. As for the cases withα �= π/2, we choose the values forR andβ so that there is only one numerical
mode that is linearly unstable. We setR = 1.142

√
2 andβ = 0.088. As Fig. 16(a) shows, for this choice only

modes(0,7) and(0,−7) are linearly unstable. The time evolution of the amplitude of mode(0,7) is plotted in
Fig. 16(b) as derived from the numerical solution of (4) (solid line) and from the solution of the linear stability
problem (dashed line). The growth of mode(0,7) is in very good agreement with the linear stability theory up to the
point when nonlinearities become important (aroundt = 25 000). Fig. 16(c) shows the disturbance streamfunction,
ψ , at the end of the run. While the small scales are dominated by the forcing at mode(32,0), the large scales are
dominated by mode(0,7) as predicted. Note that becauseα = π/2 the large-scale flow in panel (c) of Fig. 16 is
meridional (that is, the flow is perpendicular to the zonal direction).

6. Discussion and conclusions

There are two sources of anisotropy in the system that we have studied. One is the anisotropy of the instability of
the Kolmogorov flow withβ = 0: the most unstable mode is a flow perpendicular to the velocity of the basic state
(in our notation the most unstable wavenumber hask = 0). The second anisotropy is due to theβ-effect: as shown
by Rhines [22] differential rotation tends to align streamlines in the zonal direction, along lines of constantf . In this
work the angleα controls the relative orientation of these two anisotropies. Forα = 0 the two anisotropic effects
reinforce each other, while forα = π/2 there is maximum competition since they are orthogonal. In the latter case,
the anisotropy of the flow will be determined by the relative strength of these two effects, i.e. byR andβ.

This explains the stark difference between the streamfunction in Fig. 16(c) and the one in Fig. 1(d), although
for both casesα = π/2. In Fig. 1(d), withR = 5

√
2 andβ = 1, the dominant anisotropic effect is given byβ so

that the flow is zonal. In Fig. 16(c), on the other hand, withR = 1.142
√

2 andβ = 0.088, the flow is just slightly
supercritical andβ is small enough that the streamlines reflect the dominance of the slightly unstable modes(0,7)
and(0,−7) and not the anisotropy due toβ. In this case the large-scale flow is meridional.

Our results have also important implications for the studies by Frisch et al. [12] and Manfroi and Young [14] of
the weakly nonlinear problem. Both studies assumed that the effect ofβ on the linear stability problem was mild
and this is true only if the domain is not too large.

In [12], for whichα = π/2, the growth rate along thek = 0 axis was unmodified by the effect ofβ. Specifically,
the term−1

2β
2R2 on the right-hand side of (37) was neglected becauseβ was assumed to be very small. Thus, even

wavenumbers withl → 0 were unstable. But as seen in Figs. 3 and 15(d) and (a),β stabilizes the wavenumbers with
l very small. In other words, the results in [12] are valid as long as the domain is not too large, i.e.l is not too small.

In [14], for whichα = 0, it was assumed that limβ→0Rc(α, β) = √
2 and that the most unstable wavenumber

hask = 0. Both these assumptions are valid only if none of the discrete wavenumbers withk �= 0 are contained in
the region of instability shown in Fig. 3(b). In this case, the most unstable discrete wavenumbers havek = 0 and
their critical Reynolds’ number is

√
2 for β → 0. Again, these assumptions are justified provided that the domain

is not too large.
It is worth repeating that we have neglected any effect of bottom drag in this work, i.e. we have assumed that

µ = 0 in (4). Indeed the effect of bottom drag on thelinear stability is straightforward, bottom drag decreases
the value of the growth rateγ (k, l) by the constantµ. Nonetheless, ifµ is large, this rigid shift of the growth rate
significantly modifies the critical curve for instability, as noted in [15]. Forµ � 1, the new critical Reynolds’
number for each of the cases presented in Sections 3–5 can be determined with few modifications.
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Fig. 17. Two runs withα = 0, β = 0.25,R = 1.25
√

2, andµ = 0 for (a) and (b), andµ = 0.01 for (c) and (d). The theoretical growth rate,
γ (k, l), for µ = 0 is shown in panel (a). The shaded region indicates positive growth rate. The asterisks mark the discrete modes allowed in the
domain of integration. (b) The disturbance streamfunction,ψ , at t ≈ 58 000 from the numerical solution of (4). (c) Theoretical growth rate for
µ = 0.01. (d) Disturbance streamfunction,ψ , at t ≈ 58 000 forµ = 0.01. The small-scale oscillations in (b) and (d) are due to the forcing at
mode 32.

On the other hand, bottom drag has non-trivial effects on the nonlinear problem as shown by Manfroi and Young
[14] and Sukoriansky et al. [23,24]. As an example we present in Fig. 17, the results of two simulations withα = 0,
β = 0.25 andR = 1.25

√
2, and withµ = 0 andµ = 0.01. Panel (a) shows the linear growth rate,γ (k, l), for

µ = 0. The shaded region indicates positive growth rate. The asterisks mark the discrete modes that are allowed by
the domain used in the numerical simulations. Only the discrete modes that fall into the plot have been shown: the
numerical simulations have 256×256 modes. There are many modes that are linearly unstable. Panel (b) shows the
disturbance streamfunction,ψ , at the end of the run (t ≈ 58 000). At large scales,ψ is dominated by mode(1,3),
which is one of the linearly unstable modes, although energy is present in other modes as well. Panel (c) shows
the linear growth rate forµ = 0.01. This small bottom drag does not significantly alter the linear growth rate:γ

in panel (a) is very close toγ in panel (c). But as seen in panel (d), which shows the disturbance streamfunction
for the same time(t ≈ 58 000) as in panel (b),ψ is dominated by mode(0,5). Indeed, throughout the run with
µ = 0 the streamfunction has strong zonal dependence andψ is dominated by modes with one zonal variation. On
the other hand, there is nox-dependence in the run withµ = 0.01 besides the forcing at mode 32. Thus, a small
bottom drag significantly affects the nonlinear problem and has a deciding influence on the nonlinear competition
among the linearly unstable modes.
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Appendix A. Numerical solution of the Floquet problem

To solve the eigenvalue problem obtained by substituting the Floquet type solution (5) into (4) we use the
MATLAB routine “eig”. For this purpose we must limit the sum in (5) to−N < n < N . While we mostly use
N = 16, we have performed several calculations withN = 32 to evaluate the effects of this necessary truncation.
The calculations withN = 32 introduced changes only at the ninth significant digit to the eigenvalues. We will
therefore only show results from the fasterN = 16 calculations.

Thus, we have a matrix problem with the eigenvector{φn} and eigenvalueσ :

P+
n φn+1 + Enφn + P−

n φn−1 = σφn (A.1)

with n ∈ [−N,N ] and

En ≡ iβ
cosα(n+ k)− sinαl

(n+ k)2 + l2
− (n+ k)2 − l2, (A.2)

P±
n ≡ Rl

2

(n± 1 + k)2 + l2 − 1

(n+ k)2 + l2
. (A.3)

The truncation isP+
N = P−

−N = 0.
In general, for any given value of(k, l), the eigenproblem (A.1) has 2N + 1 solutions forσ , the eigenvalues. For

each(k, l) we callσ̃ (k, l) the eigenvalue with the largest real part, and construct a functionγ (k, l) given by the real
part ofσ̃ (k, l). The functionγ (k, l) is therefore the growth rate of the most unstable mode of (4) and is a parametric
function ofα, β andR.

Appendix B. Linear perturbation expansion: slightly supercritical R and α= 0

A perturbative approach can be used to study the stability of the linear problem associated with (4). Given a value
of β, we considerR = (1 + ε2)Rc, whereε is a small number. As discussed in Section 3.1, we introduce slow
variables and consider the following substitutions:

∂x → ∂x + ε2∂ξ , ∂y → ε∂η, ∂t → ∂t + ε2∂t2 + ε4∂t4. (B.1)

With these substitutions the linear problem forψ is given by

(∂t + ε2∂t2 + ε4∂t4)[∂
2
x + ε2(2∂x∂ξ + ∂2

η )+ ε4∂2
ξ ]ψ + (ε + ε3)Rc sinx[∂2

x

+ 1 + ε2(2∂x∂ξ + ∂2
η )+ ε4∂2

ξ ]ψη + βψx + ε2βψξ

= [∂4
x + ε2(4∂3

x ∂ξ + ∂2
x ∂

2
η )+ ε4(6∂2

x ∂
2
ξ + 4∂x∂ξ ∂

2
η + ∂4

η )+ ε6(4∂x∂
3
ξ + 2∂2

ξ ∂
2
η )+ ε8∂4

ξ ]ψ. (B.2)

It is also useful to consider anx-average of (B.2) which gives the following solvability condition (after simplifying
a factorε2):
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(∂t + ε2∂t2 + ε4∂t4)(∂
2
η + ε2∂2

ξ )ψ̄ + (ε + ε3)Rc( sinxψηηη − 2cosxψξη + ε2 sinxψξξη)+ βψ̄ξ

= ε2ψ̄ηηηη + 2ε4ψ̄ξξηη + ε6ψ̄ξξξξ , (B.3)

where the overbar indicates thex-average.
We then expand the perturbation streamfunctionψ = ψ0 + εψ1 + ε2ψ2 + · · · and solve (B.2) and (B.3) at

each order ofε.
From (B.2) at O(ε0) we get

Lψ0 = 0, (B.4)

where the operatorL is defined as

Lψ ≡ ψxxxx − βψx − ψtxx, (B.5)

and can be solved withψ0x = 0.
From (B.3) at O(ε0) we have

ψ̄0tηη + βψ̄0ξ = 0, (B.6)

which is a Rossby-like wave equation that we solve with

ψ0 = B(t2, t4)E(ξ, η, t)+ c.c., (B.7)

where

E ≡ exp(ikξ + ilη − iωt), (B.8)

andω is given by the dispersion relationω ≡ −βk/l2.
The O(ε) terms of (B.2) are

Lψ1 = Rc sinxψ0η, (B.9)

which is solved by

ψ1 = s1BE sinx + c.c.+ c1BE cosx + c.c. (B.10)

with

(s1, c1) ≡ ilRc

ρ2 + β2
(ρ, β), (B.11)

andρ ≡ 1 − iω.
There are no terms of O(ε) in (B.3).
The O(ε2) terms of (B.2) giveLψ2 = 0 so that we can just setψ2 = 0. (Note that if we were considering also

the nonlinear terms, this would not be the case andψ2 �= 0.)
From the O(ε2) terms of (B.3) we have

Bt2 = σ2B (B.12)

with

σ2 ≡ iω
k2

l2
+ 2iβk + l2ρ

2(ρ2 + β2)
R2

c − l2. (B.13)
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The terms at O(ε3) of (B.2) are

Lψ3 = (−2c1kω − s1σ2 + il(1 − l2)Rc − 4ikc1 − 2s1l
2)BE sinx + c.c.

+ (2s1kω − c1σ2 + 4iks1 − 2c1l
2)BE cosx + c.c., (B.14)

and we write the solution as

ψ3 = s3BE sinx + c.c.+ c3BE cosx + c.c. (B.15)

There are no terms of O(ε3) in (B.3), and the O(ε4) terms of (B.2) simply give thatψ4 is proportional to sin 2x and
cos 2x.

Finally, the O(ε4) terms of (B.3) give the amplitude equation

Bt4 = σ4B (B.16)

with

σ4 ≡ −k
2

l2
σ2 + k

l
(c3 + c1)Rc − i

l

2
(s3 + s1)Rc − i

k2

2l
s1Rc − 2k2. (B.17)
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